
Wrap-Up: 
Unsupervised Learning, Summary, AMA

LING 571 — Deep Processing  Methods in NLP
Shane Steinert-Threlkeld
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Announcements
● Let Saiya know about free extension if you haven’t used and want to 

retroactively apply it

● HW9: f-measures output in alphabetical order of the class labels
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Pragmatics of the Week
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https://www.theatlantic.com/ideas/archive/2020/12/trumps-farcical-inept-and-deadly-serious-coup-attempt/617309/#correction%202 

https://www.theatlantic.com/ideas/archive/2020/12/trumps-farcical-inept-and-deadly-serious-coup-attempt/617309/#correction%202


Un-/Semi-supervised Learning in NLP
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A Roadblock to Deep Processing
● Deep processing of natural language data helps with:
● Information retrieval
● QA
● WSD
● Conversational AI
● …

● But….

5



Developing Deep Processing Systems
● Building a deep processing system requires lots of annotated data
● For evaluation
● For training an ML system
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A roadblock
● The following are cheap:
● Compute
● Text [the web!]

● The following are expensive:
● Human hours
● Programmers
● Data annotators
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Main Idea
● Leverage the huge amounts of text to learn useful representations

● “Fine tune” on a much smaller amount of task-specific data
● a.k.a. transfer learning
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Can we leverage the cheap resources?
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https://twitter.com/rgblong/status/916062474545319938?lang=en

Yann LeCun 



Deep Contextualized Word Representations
Peters et. al (2018)
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https://arxiv.org/abs/1802.05365


Deep Contextualized Word Representations 
Peters et. al (2018)

● Prior vector-space embeddings have typically been derived:
● Context-independent distributions (CBOW; e.g. GloVe)
● CNNs over characters
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https://arxiv.org/abs/1802.05365


Deep Contextualized Word Representations 
Peters et. al (2018)
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https://arxiv.org/abs/1802.05365


Deep Contextualized Word Representations 
Peters et. al (2018)

● NAACL 2018 Best Paper Award
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Deep Contextualized Word Representations 
Peters et. al (2018)

● NAACL 2018 Best Paper Award

● Embeddings from Language Models (ELMo)
● [aka the OG NLP Muppet]
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Deep Contextualized Word Representations 
Peters et. al (2018)

● NAACL 2018 Best Paper Award

● Embeddings from Language Models (ELMo)
● [aka the OG NLP Muppet]

● Rather than treat embeddings as bag of words
● Create embeddings by using sequential modeling (bi-LSTM)
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https://arxiv.org/abs/1802.05365


Deep Contextualized Word Representations 
Peters et. al (2018)

● Comparison to GloVe:
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Source Nearest Neighbors

GloVe play playing, game, games, played, players, plays, player, Play, 
football, multiplayer

biLM

Chico Ruiz made a 
spectacular play on 
Alusik’s grounder…

Kieffer, the only junior in the group, was commended for 
his ability to hit in the clutch, as well as his all-round 

excellent play.
Olivia De Havilland 

signed to do a 
Broadway play for 

Garson…

…they were actors who had been handed fat roles in a 
successful play, and had talent enough to fill the roles 

competently, with nice understatement.

https://arxiv.org/abs/1802.05365


Deep Contextualized Word Representations 
Peters et. al (2018)

● Intrinsic evaluation via WSD:
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Model F1
WordNet 1st Sense Baseline 65.9
Raganato et al.(2017a) 69.9
Iacobacci et al.(2016) 70.1
CoVe, First Layer 59.4
CoVe, Second Layer 64.7
biLM, First layer 67.4
biLM, Second layer 69.0

https://arxiv.org/abs/1802.05365


Deep Contextualized Word Representations 
Peters et. al (2018)

● Used in place of other embeddings on multiple tasks:
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TASK PREVIOUS SOTA OUR
BASELINE

ELMO +
BASELINE

INCREASE
(ABSOLUTE/
RELATIVE)

SQuAD Liu et al.(2017) 84.4 81.1 85.8 4.7 / 24.9%
SNLI Chen et al.(2017) 88.6 88.0 88.7 ± 0.17 0.7 / 5.8%
SRL He et al.(2017) 81.7 81.4 84.6 3.2 / 17.2%
Coref Lee et al.(2017) 67.2 67.2 70.4 3.2 / 9.8%
NER Peters et al.(2017) 91.93± 0.19 90.15 92.22 ± 0.10 2.06 / 21%
SST-5 McCann et al.(2017) 53.7 51.4 54.7 ± 0.5 3.3 / 6.8%

SQuAD = Stanford Question Answering Dataset
SNLI = Stanford Natural Language Inference Corpus

SST-5 = Stanford Sentiment Treebank

https://arxiv.org/abs/1802.05365
https://rajpurkar.github.io/SQuAD-explorer/
https://nlp.stanford.edu/projects/snli/
https://nlp.stanford.edu/sentiment/treebank.html


BERT
Bidirectional Encoder Representations from Transformers

Devlin et al 2018
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https://arxiv.org/abs/1810.04805


Transformers [+ Encoder]

17

Vashwani et al 2017, 
“Attention is All You Need”

The Annotated Transformer
The Illustrated Transformer

https://papers.nips.cc/paper/7181-attention-is-all-you-need.pdf
https://nlp.seas.harvard.edu/2018/04/03/attention.html
http://jalammar.github.io/illustrated-transformer/


Transformers [+ Encoder]

17

Vashwani et al 2017, 
“Attention is All You Need”

The Annotated Transformer
The Illustrated Transformer

Encoder

https://papers.nips.cc/paper/7181-attention-is-all-you-need.pdf
https://nlp.seas.harvard.edu/2018/04/03/attention.html
http://jalammar.github.io/illustrated-transformer/


Bidirectional: Masked Language Modeling
● Main training task: masked language modeling (aka cloze task)
● Raw text: “Seattle is the capital of Washington and is the home of UW.”
● 15% of tokens are masked* (*some subtleties), e.g.:
● Model input: 
● “Seattle is the [MASK] of Washington and [MASK] the home of UW.”
● Task: predict the tokens in the [MASK] positions.

● [Also trained with Next Sentence Prediction: given two sentences, did the 
second follow the first in the text?]
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Bidirectional
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Fine Tuning
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Initial Results
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Major Application
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https://www.blog.google/products/search/search-language-understanding-bert/ 

https://www.blog.google/products/search/search-language-understanding-bert/


Major Application
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Does BERT implicitly perform deep 
processing? 
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Tenney et al 2019

https://openreview.net/pdf?id=SJzSgnRcKX


Edge Probing Set-up
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Results
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Conclusion
● “in general, contextualized embeddings improve over their non-

contextualized counterparts largely on syntactic tasks (e.g. constituent 
labeling) in comparison to semantic tasks (e.g. coreference), suggesting 
that these embeddings encode syntax more so than higher-level 
semantics”
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Tenney et al 2019

https://arxiv.org/pdf/1905.05950.pdf
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Hewitt and Manning 2019
blog post

https://nlp.stanford.edu/pubs/hewitt2019structural.pdf
https://nlp.stanford.edu/~johnhew/structural-probe.html


“The chef who ran to the store was out of 
food.”
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“The chef who ran to the store was out of 
food.”
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“The chef who ran to the store was out of 
food.”
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Results

35

[SOTA: directed UAS >97%]



Examples
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Black = gold parse.  
Model parses: Maximum Spanning Tree from distances in transformed space. 



Limitations of Large LMs
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McCoy et al 2019

https://arxiv.org/pdf/1902.01007.pdf


Main Idea
● BERT et al do really well on natural language understanding tasks like NLI 

(natural language inference)

● Do they do so “for the right reasons”?  

● In other words: 
● Or does solving the existing datasets mean they’ve solved the task?
● Or can success reflect other features than deep language understanding?
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Results

(performance improves if fine-tuned on this challenge set)



Word Order in the Large LM Era
● ‘Early’ demo that neural bag-of-words works well: “Deep Unordered 

Composition Rivals Syntactic Methods for Text Classification” —2015

● Large (M)LM success is not 
due to word order (paper):

42

https://aclanthology.org/P15-1162/
https://aclanthology.org/P15-1162/
https://aclanthology.org/2021.emnlp-main.230/
https://arxiv.org/pdf/2104.06644.pdf
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https://aclanthology.org/P15-1162/
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https://aclanthology.org/2021.emnlp-main.230/
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Costs of LMs

43



Costs of LMs
● Currently something of an ‘arms race’ between e.g. Google, Facebook, 

OpenAI, MS, Baidu
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https://www.aclweb.org/anthology/P19-1355/
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Costs of LMs
● Currently something of an ‘arms race’ between e.g. Google, Facebook, 

OpenAI, MS, Baidu

● Hugely expensive
● Carbon emissions
● Monetarily
● Inequitable access

43

https://arxiv.org/pdf/1907.10597.pdf


“Deep” Understanding?

44

https://www.aclweb.org/anthology/2020.acl-main.463/ 

https://www.aclweb.org/anthology/2020.acl-main.463/


L’Affaire Gebru
● Bender, Gebru, and others’ “On the Dangers of 

Stochastic Parrots: Can Language Models Be Too 
Big? 🦜”
● Environmental + financial costs
● Research opportunity costs
● Datasets so large they are impossible to audit

● Initial media coverage (now many others):
● https://www.nytimes.com/2020/12/03/technology/google-

researcher-timnit-gebru.html 
● https://www.technologyreview.com/2020/12/04/1013294/

google-ai-ethics-research-paper-forced-out-timnit-gebru/ 

● Gebru’s new initiative: Distributed AI Research (DAIR)
45

https://doi.org/10.1145/3442188.3445922
https://doi.org/10.1145/3442188.3445922
https://doi.org/10.1145/3442188.3445922
https://faculty.washington.edu/ebender/stochasticparrots.html
https://www.nytimes.com/2020/12/03/technology/google-researcher-timnit-gebru.html
https://www.nytimes.com/2020/12/03/technology/google-researcher-timnit-gebru.html
https://www.technologyreview.com/2020/12/04/1013294/google-ai-ethics-research-paper-forced-out-timnit-gebru/
https://www.technologyreview.com/2020/12/04/1013294/google-ai-ethics-research-paper-forced-out-timnit-gebru/
https://www.dair-institute.org/


Summary
● Pre-trained large LMs are very powerful

● Transfer learning from them often leads to very strong performance on NLP tasks

● Why?
● Some evidence of some internal deep processing (esp. syntax)
● Very clever exploitation of spurious correlations in the data

● Drawbacks:
● Costs
● Limited understanding
● Inscrutability
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From LMs to Chatbots

47Source: Andrej Karpathy @ MS Build

https://build.microsoft.com/en-US/sessions/db3f4859-cd30-4445-a0cd-553c3304f8e2?source=/home


AMA / General Discussion
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AMA Questions, Models
● In the context of question answering algorithms, what are common or 

promising approaches for building systems that can answer questions and 
provide some explanation of how the machine arrived at its answer? I'm 
thinking of both cases where we want some kind of reasoning chain (x 
because of y) and other cases where we wan the machine to not only 
provide an answer, but also provide some source or set of sources ideally 
tagged to each corresponding claim in the answer. What are the different 
elements needed to implement something like this?
● Rigorously assessing natural language explanations: https://arxiv.org/abs/

2309.10312v1
● Retrieval augmented generation (much follow up now): https://arxiv.org/abs/

2005.11401 
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https://arxiv.org/abs/2309.10312v1
https://arxiv.org/abs/2309.10312v1
https://arxiv.org/abs/2005.11401
https://arxiv.org/abs/2005.11401


AMA Questions, Stochastic Parrots
● How much of what the authors raise are issues particular to LLM's vs 

industries at large? The environmental cost for instance doesn't seem 
particular to LLM training, but true for just about any energy intensive 
industry.

● As far as documenting the data sets, this seems reasonable, but what 
exactly documentation means might be unclear. What is the criteria 
exactly?
● Data Statements: https://techpolicylab.uw.edu/data-statements/
● Data Sheets: https://arxiv.org/abs/1803.09010 
● Dataset Nutrition Label: https://datanutrition.org/labels/ 
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https://techpolicylab.uw.edu/data-statements/
https://arxiv.org/abs/1803.09010
https://datanutrition.org/labels/


AMA Questions: Moving Forward
● How to self-study and practice the application of PyTorch and Tensorflow 

on NLP tasks during the holidays (to prepare for internship interviews)?

● Opportunities within UW/compling to engage in topics related to this class.

● Differences between computational linguistics and NLP in general and with 
regard to roles in industry.
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Course Recap / Highlights
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Wrapping Up
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Deep Processing
● Building of deep linguistic structures for NLP
● Syntax
● Semantics
● Pragmatics

● Used and useful in many applications, e.g.
● IR/QA/search
● Conversational AI
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Syntax
● Constituency Parsing
● (P)CFGs
● Grammar induction

● Dependency Parsing
● Transition vs. MST based parsers
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CKY Parsing Example
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NP, 
Pronoun
[0,1]

S

[0,2] [0,3]

S

[0,4]

Verb, VP, S

[1,2] [1,3]

VP, X2, S

[1,4]

Det

[2,3]

NP

[2,4]

Noun, Nom

[3,4]

Prep

[4,5]
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ℒ1 Grammar
S → NP VP
S → X1 VP
X1 → Aux NP
S → book | include | prefer
S → Verb NP
S → X2 PP
S → Verb PP
S → VP PP
NP → I | she | me
NP → TWA | Houston
NP → Det Nominal
Nominal → book | flight | meal | money
Nominal → Nominal Noun
Nominal → Nominal PP
VP → book | include | prefer
VP → Verb NP
VP → X2 PP
X2 → Verb NP
VP → Verb PP
VP → VP PP
PP → Preposition NP

0 1 2 3 4 5 6

I            prefer         a           flight         on         TWA

Lexicon
Det → that | this | a
Noun → book | flight | meal | money
Pronoun → I | she | me
Proper-Noun → Houston | TWA
Aux → does
Preposition → from | to | on | near | through
Verb → book | include | prefer
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NP, 
Pronoun

[0,1]

S

[0,2] [0,3]

S

[0,4]

Verb, VP, S

[1,2] [1,3]

VP, X2, S

[1,4]

Det

[2,3]

NP

[2,4]

Noun, Nom

[3,4] [3,5]

Prep

[4,5]

ℒ1 Grammar
S → NP VP
S → X1 VP
X1 → Aux NP
S → book | include | prefer
S → Verb NP
S → X2 PP
S → Verb PP
S → VP PP
NP → I | she | me
NP → TWA | Houston
NP → Det Nominal
Nominal → book | flight | meal | money
Nominal → Nominal Noun
Nominal → Nominal PP
VP → book | include | prefer
VP → Verb NP
VP → X2 PP
X2 → Verb NP
VP → Verb PP
VP → VP PP
PP → Preposition NP

Lexicon
Det → that | this | a
Noun → book | flight | meal | money
Pronoun → I | she | me
Proper-Noun → Houston | TWA
Aux → does
Preposition → from | to | on | near | through
Verb → book | include | prefer

0 1 2 3 4 5 6

I            prefer         a           flight         on         TWA
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NP, 
Pronoun

[0,1]

S

[0,2] [0,3]

S

[0,4]

Verb, VP, S

[1,2] [1,3]

VP, X2, S

[1,4]

Det

[2,3]

NP

[2,4] [2,5]

Noun, Nom

[3,4] [3,5]

Prep

[4,5]

ℒ1 Grammar
S → NP VP
S → X1 VP
X1 → Aux NP
S → book | include | prefer
S → Verb NP
S → X2 PP
S → Verb PP
S → VP PP
NP → I | she | me
NP → TWA | Houston
NP → Det Nominal
Nominal → book | flight | meal | money
Nominal → Nominal Noun
Nominal → Nominal PP
VP → book | include | prefer
VP → Verb NP
VP → X2 PP
X2 → Verb NP
VP → Verb PP
VP → VP PP
PP → Preposition NP

Lexicon
Det → that | this | a
Noun → book | flight | meal | money
Pronoun → I | she | me
Proper-Noun → Houston | TWA
Aux → does
Preposition → from | to | on | near | through
Verb → book | include | prefer

0 1 2 3 4 5 6

I            prefer         a           flight         on         TWA
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NP, 
Pronoun

[0,1]

S

[0,2] [0,3]

S

[0,4]

Verb, VP, S

[1,2] [1,3]

VP, X2, S

[1,4]

Det

[2,3]

NP

[2,4] [2,5]

Noun, Nom

[3,4] [3,5]

Prep

[4,5]

ℒ1 Grammar
S → NP VP
S → X1 VP
X1 → Aux NP
S → book | include | prefer
S → Verb NP
S → X2 PP
S → Verb PP
S → VP PP
NP → I | she | me
NP → TWA | Houston
NP → Det Nominal
Nominal → book | flight | meal | money
Nominal → Nominal Noun
Nominal → Nominal PP
VP → book | include | prefer
VP → Verb NP
VP → X2 PP
X2 → Verb NP
VP → Verb PP
VP → VP PP
PP → Preposition NP

Lexicon
Det → that | this | a
Noun → book | flight | meal | money
Pronoun → I | she | me
Proper-Noun → Houston | TWA
Aux → does
Preposition → from | to | on | near | through
Verb → book | include | prefer

0 1 2 3 4 5 6

I            prefer         a           flight         on         TWA
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ℒ1 Grammar
S → NP VP
S → X1 VP
X1 → Aux NP
S → book | include | prefer
S → Verb NP
S → X2 PP
S → Verb PP
S → VP PP
NP → I | she | me
NP → TWA | Houston
NP → Det Nominal
Nominal → book | flight | meal | money
Nominal → Nominal Noun
Nominal → Nominal PP
VP → book | include | prefer
VP → Verb NP
VP → X2 PP
X2 → Verb NP
VP → Verb PP
VP → VP PP
PP → Preposition NP

Lexicon
Det → that | this | a
Noun → book | flight | meal | money
Pronoun → I | she | me
Proper-Noun → Houston | TWA
Aux → does
Preposition → from | to | on | near | through
Verb → book | include | prefer

0 1 2 3 4 5 6

NP, 
Pronoun
[0,1]

S

[0,2] [0,3]

S

[0,4]

Verb, VP, S

[1,2] [1,3]

VP, X2, S

[1,4] [1,5]

Det

[2,3]

NP

[2,4] [2,5]

Noun, Nom

[3,4] [3,5]

Prep

[4,5]

I            prefer         a           flight         on         TWA



NP, 
Pronoun
[0,1]

S

[0,2] [0,3]

S

[0,4]

Verb, VP, S

[1,2] [1,3]

VP, X2, S

[1,4] [1,5]

Det

[2,3]

NP

[2,4] [2,5]

Noun, Nom

[3,4] [3,5]

Prep

[4,5]
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ℒ1 Grammar
S → NP VP
S → X1 VP
X1 → Aux NP
S → book | include | prefer
S → Verb NP
S → X2 PP
S → Verb PP
S → VP PP
NP → I | she | me
NP → TWA | Houston
NP → Det Nominal
Nominal → book | flight | meal | money
Nominal → Nominal Noun
Nominal → Nominal PP
VP → book | include | prefer
VP → Verb NP
VP → X2 PP
X2 → Verb NP
VP → Verb PP
VP → VP PP
PP → Preposition NP

Lexicon
Det → that | this | a
Noun → book | flight | meal | money
Pronoun → I | she | me
Proper-Noun → Houston | TWA
Aux → does
Preposition → from | to | on | near | through
Verb → book | include | prefer

0 1 2 3 4 5 6

I            prefer         a           flight         on         TWA



NP, 
Pronoun
[0,1]

S

[0,2] [0,3]

S

[0,4]

Verb, VP, S

[1,2] [1,3]

VP, X2, S

[1,4] [1,5]

Det

[2,3]

NP

[2,4] [2,5]

Noun, Nom

[3,4] [3,5]

Prep

[4,5]
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ℒ1 Grammar
S → NP VP
S → X1 VP
X1 → Aux NP
S → book | include | prefer
S → Verb NP
S → X2 PP
S → Verb PP
S → VP PP
NP → I | she | me
NP → TWA | Houston
NP → Det Nominal
Nominal → book | flight | meal | money
Nominal → Nominal Noun
Nominal → Nominal PP
VP → book | include | prefer
VP → Verb NP
VP → X2 PP
X2 → Verb NP
VP → Verb PP
VP → VP PP
PP → Preposition NP

Lexicon
Det → that | this | a
Noun → book | flight | meal | money
Pronoun → I | she | me
Proper-Noun → Houston | TWA
Aux → does
Preposition → from | to | on | near | through
Verb → book | include | prefer

0 1 2 3 4 5 6

I            prefer         a           flight         on         TWA
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ℒ1 Grammar
S → NP VP
S → X1 VP
X1 → Aux NP
S → book | include | prefer
S → Verb NP
S → X2 PP
S → Verb PP
S → VP PP
NP → I | she | me
NP → TWA | Houston
NP → Det Nominal
Nominal → book | flight | meal | money
Nominal → Nominal Noun
Nominal → Nominal PP
VP → book | include | prefer
VP → Verb NP
VP → X2 PP
X2 → Verb NP
VP → Verb PP
VP → VP PP
PP → Preposition NP

Lexicon
Det → that | this | a
Noun → book | flight | meal | money
Pronoun → I | she | me
Proper-Noun → Houston | TWA
Aux → does
Preposition → from | to | on | near | through
Verb → book | include | prefer

0 1 2 3 4 5 6

NP, 
Pronoun
[0,1]

S

[0,2] [0,3]

S

[0,4] [0,5]

Verb, VP, S

[1,2] [1,3]

VP, X2, S

[1,4] [1,5]

Det

[2,3]

NP

[2,4] [2,5]

Noun, Nom

[3,4] [3,5]

Prep

[4,5]

I            prefer         a           flight         on         TWA



NP, 
Pronoun
[0,1]

S

[0,2] [0,3]

S

[0,4] [0,5]

Verb, VP, S

[1,2] [1,3]

VP, X2, S

[1,4] [1,5]

Det

[2,3]

NP

[2,4] [2,5]

Noun, Nom

[3,4] [3,5]

Prep

[4,5]
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ℒ1 Grammar
S → NP VP
S → X1 VP
X1 → Aux NP
S → book | include | prefer
S → Verb NP
S → X2 PP
S → Verb PP
S → VP PP
NP → I | she | me
NP → TWA | Houston
NP → Det Nominal
Nominal → book | flight | meal | money
Nominal → Nominal Noun
Nominal → Nominal PP
VP → book | include | prefer
VP → Verb NP
VP → X2 PP
X2 → Verb NP
VP → Verb PP
VP → VP PP
PP → Preposition NP

Lexicon
Det → that | this | a
Noun → book | flight | meal | money
Pronoun → I | she | me
Proper-Noun → Houston | TWA
Aux → does
Preposition → from | to | on | near | through
Verb → book | include | prefer

0 1 2 3 4 5 6

I            prefer         a           flight         on         TWA



NP, 
Pronoun
[0,1]

S

[0,2] [0,3]

S

[0,4] [0,5]

Verb, VP, S

[1,2] [1,3]

VP, X2, S

[1,4] [1,5]

Det

[2,3]

NP

[2,4] [2,5]

Noun, Nom

[3,4] [3,5]

Prep

[4,5]
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ℒ1 Grammar
S → NP VP
S → X1 VP
X1 → Aux NP
S → book | include | prefer
S → Verb NP
S → X2 PP
S → Verb PP
S → VP PP
NP → I | she | me
NP → TWA | Houston
NP → Det Nominal
Nominal → book | flight | meal | money
Nominal → Nominal Noun
Nominal → Nominal PP
VP → book | include | prefer
VP → Verb NP
VP → X2 PP
X2 → Verb NP
VP → Verb PP
VP → VP PP
PP → Preposition NP

Lexicon
Det → that | this | a
Noun → book | flight | meal | money
Pronoun → I | she | me
Proper-Noun → Houston | TWA
Aux → does
Preposition → from | to | on | near | through
Verb → book | include | prefer

0 1 2 3 4 5 6

I            prefer         a           flight         on         TWA



NP, 
Pronoun
[0,1]

S

[0,2] [0,3]

S

[0,4] [0,5]

Verb, VP, S

[1,2] [1,3]

VP, X2, S

[1,4] [1,5]

Det

[2,3]

NP

[2,4] [2,5]

Noun, Nom

[3,4] [3,5]

Prep

[4,5]

67

ℒ1 Grammar
S → NP VP
S → X1 VP
X1 → Aux NP
S → book | include | prefer
S → Verb NP
S → X2 PP
S → Verb PP
S → VP PP
NP → I | she | me
NP → TWA | Houston
NP → Det Nominal
Nominal → book | flight | meal | money
Nominal → Nominal Noun
Nominal → Nominal PP
VP → book | include | prefer
VP → Verb NP
VP → X2 PP
X2 → Verb NP
VP → Verb PP
VP → VP PP
PP → Preposition NP

Lexicon
Det → that | this | a
Noun → book | flight | meal | money
Pronoun → I | she | me
Proper-Noun → Houston | TWA
Aux → does
Preposition → from | to | on | near | through
Verb → book | include | prefer

0 1 2 3 4 5 6

I            prefer         a           flight         on         TWA
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0 1 2 3 4 5 6

NP, 
Pronoun
[0,1]

S

[0,2] [0,3]

S

[0,4] [0,5]

Verb, VP, S

[1,2] [1,3]

VP, X2, S

[1,4] [1,5]

Det

[2,3]

NP

[2,4] [2,5]

Noun, Nom

[3,4] [3,5]

Prep

[4,5]

NNP, NP

[5,6]

I            prefer         a           flight         on         TWA

ℒ1 Grammar
S → NP VP
S → X1 VP
X1 → Aux NP
S → book | include | prefer
S → Verb NP
S → X2 PP
S → Verb PP
S → VP PP
NP → I | she | me
NP → TWA | Houston
NP → Det Nominal
Nominal → book | flight | meal | money
Nominal → Nominal Noun
Nominal → Nominal PP
VP → book | include | prefer
VP → Verb NP
VP → X2 PP
X2 → Verb NP
VP → Verb PP
VP → VP PP
PP → Preposition NP

Lexicon
Det → that | this | a
Noun → book | flight | meal | money
Pronoun → I | she | me
Proper-Noun → Houston | TWA
Aux → does
Preposition → from | to | on | near | through
Verb → book | include | prefer
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Lexicon
Det → that | this | a
Noun → book | flight | meal | money
Pronoun → I | she | me
Proper-Noun → Houston | TWA
Aux → does
Preposition → from | to | on | near | through
Verb → book | include | prefer

0 1 2 3 4 5 6

NP, 
Pronoun
[0,1]

S

[0,2] [0,3]

S

[0,4] [0,5]

Verb, VP, S

[1,2] [1,3]

VP, X2, S

[1,4] [1,5]

Det

[2,3]

NP

[2,4] [2,5]

Noun, Nom

[3,4] [3,5]

Prep

[4,5]

PP

[4,6]

NNP, NP

[5,6]

I            prefer         a           flight         on         TWA

ℒ1 Grammar
S → NP VP
S → X1 VP
X1 → Aux NP
S → book | include | prefer
S → Verb NP
S → X2 PP
S → Verb PP
S → VP PP
NP → I | she | me
NP → TWA | Houston
NP → Det Nominal
Nominal → book | flight | meal | money
Nominal → Nominal Noun
Nominal → Nominal PP
VP → book | include | prefer
VP → Verb NP
VP → X2 PP
X2 → Verb NP
VP → Verb PP
VP → VP PP
PP → Preposition NP
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Lexicon
Det → that | this | a
Noun → book | flight | meal | money
Pronoun → I | she | me
Proper-Noun → Houston | TWA
Aux → does
Preposition → from | to | on | near | through
Verb → book | include | prefer

0 1 2 3 4 5 6

NP, 
Pronoun
[0,1]

S

[0,2] [0,3]

S

[0,4] [0,5]

Verb, VP, S

[1,2] [1,3]

VP, X2, S

[1,4] [1,5]

Det

[2,3]

NP

[2,4] [2,5]

Noun, Nom

[3,4] [3,5]

Nom

[3,6]

Prep

[4,5]

PP

[4,6]

NNP, NP

[5,6]

I            prefer         a           flight         on         TWA

ℒ1 Grammar
S → NP VP
S → X1 VP
X1 → Aux NP
S → book | include | prefer
S → Verb NP
S → X2 PP
S → Verb PP
S → VP PP
NP → I | she | me
NP → TWA | Houston
NP → Det Nominal
Nominal → book | flight | meal | money
Nominal → Nominal Noun
Nominal → Nominal PP
VP → book | include | prefer
VP → Verb NP
VP → X2 PP
X2 → Verb NP
VP → Verb PP
VP → VP PP
PP → Preposition NP



NP, 
Pronoun
[0,1]

S

[0,2] [0,3]

S

[0,4] [0,5]

Verb, VP, S

[1,2] [1,3]

VP, X2, S

[1,4] [1,5]

Det

[2,3]

NP

[2,4] [2,5]

Noun, Nom

[3,4] [3,5]

Nom

[3,6]

Prep

[4,5]

PP

[4,6]

NNP, NP

[5,6]

ℒ1 Grammar
S → NP VP
S → X1 VP
X1 → Aux NP
S → book | include | prefer
S → Verb NP
S → X2 PP
S → Verb PP
S → VP PP
NP → I | she | me
NP → TWA | Houston
NP → Det Nominal
Nominal → book | flight | meal | money
Nominal → Nominal Noun
Nominal → Nominal PP
VP → book | include | prefer
VP → Verb NP
VP → X2 PP
X2 → Verb NP
VP → Verb PP
VP → VP PP
PP → Preposition NP
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Lexicon
Det → that | this | a
Noun → book | flight | meal | money
Pronoun → I | she | me
Proper-Noun → Houston | TWA
Aux → does
Preposition → from | to | on | near | through
Verb → book | include | prefer

0 1 2 3 4 5 6

I            prefer         a           flight         on         TWA
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Lexicon
Det → that | this | a
Noun → book | flight | meal | money
Pronoun → I | she | me
Proper-Noun → Houston | TWA
Aux → does
Preposition → from | to | on | near | through
Verb → book | include | prefer

0 1 2 3 4 5 6

NP, 
Pronoun
[0,1]

S

[0,2] [0,3]

S

[0,4] [0,5]

Verb, VP, S

[1,2] [1,3]

VP, X2, S

[1,4] [1,5]

Det

[2,3]

NP

[2,4] [2,5]

NP

[2,6]

Noun, Nom

[3,4] [3,5]

Nom

[3,6]

Prep

[4,5]

PP

[4,6]

NNP, NP

[5,6]

I            prefer         a           flight         on         TWA

ℒ1 Grammar
S → NP VP
S → X1 VP
X1 → Aux NP
S → book | include | prefer
S → Verb NP
S → X2 PP
S → Verb PP
S → VP PP
NP → I | she | me
NP → TWA | Houston
NP → Det Nominal
Nominal → book | flight | meal | money
Nominal → Nominal Noun
Nominal → Nominal PP
VP → book | include | prefer
VP → Verb NP
VP → X2 PP
X2 → Verb NP
VP → Verb PP
VP → VP PP
PP → Preposition NP



NP, 
Pronoun
[0,1]

S

[0,2] [0,3]

S

[0,4] [0,5]

Verb, VP, S

[1,2] [1,3]

VP, X2, S

[1,4] [1,5]

Det

[2,3]

NP

[2,4] [2,5]

NP

[2,6]

Noun, Nom

[3,4] [3,5]

Nom

[3,6]

Prep

[4,5]

PP

[4,6]

NNP, NP

[5,6]

ℒ1 Grammar
S → NP VP
S → X1 VP
X1 → Aux NP
S → book | include | prefer
S → Verb NP
S → X2 PP
S → Verb PP
S → VP PP
NP → I | she | me
NP → TWA | Houston
NP → Det Nominal
Nominal → book | flight | meal | money
Nominal → Nominal Noun
Nominal → Nominal PP
VP → book | include | prefer
VP → Verb NP
VP → X2 PP
X2 → Verb NP
VP → Verb PP
VP → VP PP
PP → Preposition NP

73

Lexicon
Det → that | this | a
Noun → book | flight | meal | money
Pronoun → I | she | me
Proper-Noun → Houston | TWA
Aux → does
Preposition → from | to | on | near | through
Verb → book | include | prefer

0 1 2 3 4 5 6

I            prefer         a           flight         on         TWA



NP, 
Pronoun
[0,1]

S

[0,2] [0,3]

S

[0,4] [0,5]

Verb, VP, S

[1,2] [1,3]

VP, X2, S

[1,4] [1,5]

Det

[2,3]

NP

[2,4] [2,5]

NP

[2,6]

Noun, Nom

[3,4] [3,5]

Nom

[3,6]

Prep

[4,5]

PP

[4,6]

NNP, NP

[5,6]

ℒ1 Grammar
S → NP VP
S → X1 VP
X1 → Aux NP
S → book | include | prefer
S → Verb NP
S → X2 PP
S → Verb PP
S → VP PP
NP → I | she | me
NP → TWA | Houston
NP → Det Nominal
Nominal → book | flight | meal | money
Nominal → Nominal Noun
Nominal → Nominal PP
VP → book | include | prefer
VP → Verb NP
VP → X2 PP
X2 → Verb NP
VP → Verb PP
VP → VP PP
PP → Preposition NP

74

Lexicon
Det → that | this | a
Noun → book | flight | meal | money
Pronoun → I | she | me
Proper-Noun → Houston | TWA
Aux → does
Preposition → from | to | on | near | through
Verb → book | include | prefer

0 1 2 3 4 5 6

I            prefer         a           flight         on         TWA



NP, 
Pronoun

[0,1]

S

[0,2] [0,3]

S

[0,4] [0,5]

Verb, VP, S

[1,2] [1,3]

VP, X2, S

[1,4] [1,5] [1,6]

Det

[2,3]

NP

[2,4] [2,5]

NP

[2,6]

Noun, Nom

[3,4] [3,5]

Nom

[3,6]

Prep

[4,5]

PP

[4,6]

NNP, NP

[5,6]

75

ℒ1 Grammar
S → NP VP
S → X1 VP
X1 → Aux NP
S → book | include | prefer
S → Verb NP
S → X2 PP
S → Verb PP
S → VP PP
NP → I | she | me
NP → TWA | Houston
NP → Det Nominal
Nominal → book | flight | meal | money
Nominal → Nominal Noun
Nominal → Nominal PP
VP → book | include | prefer
VP → Verb NP
VP → X2 PP
X2 → Verb NP
VP → Verb PP
VP → VP PP
PP → Preposition NP

Lexicon
Det → that | this | a
Noun → book | flight | meal | money
Pronoun → I | she | me
Proper-Noun → Houston | TWA
Aux → does
Preposition → from | to | on | near | through
Verb → book | include | prefer

0 1 2 3 4 5 6

I            prefer         a           flight         on         TWA
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Lexicon
Det → that | this | a
Noun → book | flight | meal | money
Pronoun → I | she | me
Proper-Noun → Houston | TWA
Aux → does
Preposition → from | to | on | near | through
Verb → book | include | prefer

0 1 2 3 4 5 6

NP, 
Pronoun

[0,1]

S

[0,2] [0,3]

S

[0,4] [0,5]

Verb, VP, S

[1,2] [1,3]

VP, X2, S

[1,4] [1,5]

VP

[1,6]

Det

[2,3]

NP

[2,4] [2,5]

NP

[2,6]

Noun, Nom

[3,4] [3,5]

Nom

[3,6]

Prep

[4,5]

PP

[4,6]

NNP, NP

[5,6]

I            prefer         a           flight         on         TWA

ℒ1 Grammar
S → NP VP
S → X1 VP
X1 → Aux NP
S → book | include | prefer
S → Verb NP
S → X2 PP
S → Verb PP
S → VP PP
NP → I | she | me
NP → TWA | Houston
NP → Det Nominal
Nominal → book | flight | meal | money
Nominal → Nominal Noun
Nominal → Nominal PP
VP → book | include | prefer
VP → Verb NP
VP → X2 PP
X2 → Verb NP
VP → Verb PP
VP → VP PP
PP → Preposition NP
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Lexicon
Det → that | this | a
Noun → book | flight | meal | money
Pronoun → I | she | me
Proper-Noun → Houston | TWA
Aux → does
Preposition → from | to | on | near | through
Verb → book | include | prefer

0 1 2 3 4 5 6

NP, 
Pronoun

[0,1]

S

[0,2] [0,3]

S

[0,4] [0,5]

Verb, VP, S

[1,2] [1,3]

VP, X2, S

[1,4] [1,5]

VP, X2

[1,6]

Det

[2,3]

NP

[2,4] [2,5]

NP

[2,6]

Noun, Nom

[3,4] [3,5]

Nom

[3,6]

Prep

[4,5]

PP

[4,6]

NNP, NP

[5,6]

I            prefer         a           flight         on         TWA

ℒ1 Grammar
S → NP VP
S → X1 VP
X1 → Aux NP
S → book | include | prefer
S → Verb NP
S → X2 PP
S → Verb PP
S → VP PP
NP → I | she | me
NP → TWA | Houston
NP → Det Nominal
Nominal → book | flight | meal | money
Nominal → Nominal Noun
Nominal → Nominal PP
VP → book | include | prefer
VP → Verb NP
VP → X2 PP
X2 → Verb NP
VP → Verb PP
VP → VP PP
PP → Preposition NP
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Lexicon
Det → that | this | a
Noun → book | flight | meal | money
Pronoun → I | she | me
Proper-Noun → Houston | TWA
Aux → does
Preposition → from | to | on | near | through
Verb → book | include | prefer

0 1 2 3 4 5 6

NP, 
Pronoun

[0,1]

S

[0,2] [0,3]

S

[0,4] [0,5]

Verb, VP, S

[1,2] [1,3]

VP, X2, S

[1,4] [1,5]

VP, X2, S

[1,6]

Det

[2,3]

NP

[2,4] [2,5]

NP

[2,6]

Noun, Nom

[3,4] [3,5]

Nom

[3,6]

Prep

[4,5]

PP

[4,6]

NNP, NP

[5,6]

I            prefer         a           flight         on         TWA

ℒ1 Grammar
S → NP VP
S → X1 VP
X1 → Aux NP
S → book | include | prefer
S → Verb NP
S → X2 PP
S → Verb PP
S → VP PP
NP → I | she | me
NP → TWA | Houston
NP → Det Nominal
Nominal → book | flight | meal | money
Nominal → Nominal Noun
Nominal → Nominal PP
VP → book | include | prefer
VP → Verb NP
VP → X2 PP
X2 → Verb NP
VP → Verb PP
VP → VP PP
PP → Preposition NP
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ℒ1 Grammar
S → NP VP
S → X1 VP
X1 → Aux NP
S → book | include | prefer
S → Verb NP
S → X2 PP
S → Verb PP
S → VP PP
NP → I | she | me
NP → TWA | Houston
NP → Det Nominal
Nominal → book | flight | meal | money
Nominal → Nominal Noun
Nominal → Nominal PP
VP → book | include | prefer
VP → Verb NP
VP → X2 PP
X2 → Verb NP
VP → Verb PP
VP → VP PP
PP → Preposition NP

Lexicon
Det → that | this | a
Noun → book | flight | meal | money
Pronoun → I | she | me
Proper-Noun → Houston | TWA
Aux → does
Preposition → from | to | on | near | through
Verb → book | include | prefer

0 1 2 3 4 5 6

NP, 
Pronoun

[0,1]

S

[0,2] [0,3]

S

[0,4] [0,5]

Verb, VP, S

[1,2] [1,3]

VP, X2, S

[1,4] [1,5]

VP, X2, S

[1,6]

Det

[2,3]

NP

[2,4] [2,5]

NP

[2,6]

Noun, Nom

[3,4] [3,5]

Nom

[3,6]

Prep

[4,5]

PP

[4,6]

NNP, NP

[5,6]

I            prefer         a           flight         on         TWA
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ℒ1 Grammar
S → NP VP
S → X1 VP
X1 → Aux NP
S → book | include | prefer
S → Verb NP
S → X2 PP
S → Verb PP
S → VP PP
NP → I | she | me
NP → TWA | Houston
NP → Det Nominal
Nominal → book | flight | meal | money
Nominal → Nominal Noun
Nominal → Nominal PP
VP → book | include | prefer
VP → Verb NP
VP → X2 PP
X2 → Verb NP
VP → Verb PP
VP → VP PP
PP → Preposition NP

Lexicon
Det → that | this | a
Noun → book | flight | meal | money
Pronoun → I | she | me
Proper-Noun → Houston | TWA
Aux → does
Preposition → from | to | on | near | through
Verb → book | include | prefer

0 1 2 3 4 5 6

NP, 
Pronoun

[0,1]

S

[0,2] [0,3]

S

[0,4] [0,5]

Verb, VP, S

[1,2] [1,3]

VP, X2, S

[1,4] [1,5]

VP, X2, S

[1,6]

Det

[2,3]

NP

[2,4] [2,5]

NP

[2,6]

Noun, Nom

[3,4] [3,5]

Nom

[3,6]

Prep

[4,5]

PP

[4,6]

NNP, NP

[5,6]

I            prefer         a           flight         on         TWA
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ℒ1 Grammar
S → NP VP
S → X1 VP
X1 → Aux NP
S → book | include | prefer
S → Verb NP
S → X2 PP
S → Verb PP
S → VP PP
NP → I | she | me
NP → TWA | Houston
NP → Det Nominal
Nominal → book | flight | meal | money
Nominal → Nominal Noun
Nominal → Nominal PP
VP → book | include | prefer
VP → Verb NP
VP → X2 PP
X2 → Verb NP
VP → Verb PP
VP → VP PP
PP → Preposition NP

Lexicon
Det → that | this | a
Noun → book | flight | meal | money
Pronoun → I | she | me
Proper-Noun → Houston | TWA
Aux → does
Preposition → from | to | on | near | through
Verb → book | include | prefer

0 1 2 3 4 5 6

NP, 
Pronoun

[0,1]

S

[0,2] [0,3]

S

[0,4] [0,5]

Verb, VP, S

[1,2] [1,3]

VP, X2, S

[1,4] [1,5]

VP, X2, S

[1,6]

Det

[2,3]

NP

[2,4] [2,5]

NP

[2,6]

Noun, Nom

[3,4] [3,5]

Nom

[3,6]

Prep

[4,5]

PP

[4,6]

NNP, NP

[5,6]

I            prefer         a           flight         on         TWA
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Lexicon
Det → that | this | a
Noun → book | flight | meal | money
Pronoun → I | she | me
Proper-Noun → Houston | TWA
Aux → does
Preposition → from | to | on | near | through
Verb → book | include | prefer

0 1 2 3 4 5 6

NP, 
Pronoun

[0,1]

S

[0,2] [0,3]

S

[0,4] [0,5]

Verb, VP, S

[1,2] [1,3]

VP, X2, S

[1,4] [1,5]

VP, X2, S

[1,6]

Det

[2,3]

NP

[2,4] [2,5]

NP

[2,6]

Noun, Nom

[3,4] [3,5]

Nom

[3,6]

Prep

[4,5]

PP

[4,6]

NNP, NP

[5,6]

I            prefer         a           flight         on         TWA

ℒ1 Grammar
S → NP VP
S → X1 VP
X1 → Aux NP
S → book | include | prefer
S → Verb NP
S → X2 PP
S → Verb PP
S → VP PP
NP → I | she | me
NP → TWA | Houston
NP → Det Nominal
Nominal → book | flight | meal | money
Nominal → Nominal Noun
Nominal → Nominal PP
VP → book | include | prefer
VP → Verb NP
VP → X2 PP
X2 → Verb NP
VP → Verb PP
VP → VP PP
PP → Preposition NP
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Lexicon
Det → that | this | a
Noun → book | flight | meal | money
Pronoun → I | she | me
Proper-Noun → Houston | TWA
Aux → does
Preposition → from | to | on | near | through
Verb → book | include | prefer

0 1 2 3 4 5 6

NP, 
Pronoun

[0,1]

S

[0,2] [0,3]

S

[0,4] [0,5]

Verb, VP, S

[1,2] [1,3]

VP, X2, S

[1,4] [1,5]

VP, X2, S

[1,6]

Det

[2,3]

NP

[2,4] [2,5]

NP

[2,6]

Noun, Nom

[3,4] [3,5]

Nom

[3,6]

Prep

[4,5]

PP

[4,6]

NNP, NP

[5,6]

I            prefer         a           flight         on         TWA

ℒ1 Grammar
S → NP VP
S → X1 VP
X1 → Aux NP
S → book | include | prefer
S → Verb NP
S → X2 PP
S → Verb PP
S → VP PP
NP → I | she | me
NP → TWA | Houston
NP → Det Nominal
Nominal → book | flight | meal | money
Nominal → Nominal Noun
Nominal → Nominal PP
VP → book | include | prefer
VP → Verb NP
VP → X2 PP
X2 → Verb NP
VP → Verb PP
VP → VP PP
PP → Preposition NP
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Lexicon
Det → that | this | a
Noun → book | flight | meal | money
Pronoun → I | she | me
Proper-Noun → Houston | TWA
Aux → does
Preposition → from | to | on | near | through
Verb → book | include | prefer

0 1 2 3 4 5 6

NP, 
Pronoun

[0,1]

S

[0,2] [0,3]

S

[0,4] [0,5]

Verb, VP, S

[1,2] [1,3]

VP, X2, S

[1,4] [1,5]

VP, X2, S

[1,6]

Det

[2,3]

NP

[2,4] [2,5]

NP

[2,6]

Noun, Nom

[3,4] [3,5]

Nom

[3,6]

Prep

[4,5]

PP

[4,6]

NNP, NP

[5,6]

I            prefer         a           flight         on         TWA

ℒ1 Grammar
S → NP VP
S → X1 VP
X1 → Aux NP
S → book | include | prefer
S → Verb NP
S → X2 PP
S → Verb PP
S → VP PP
NP → I | she | me
NP → TWA | Houston
NP → Det Nominal
Nominal → book | flight | meal | money
Nominal → Nominal Noun
Nominal → Nominal PP
VP → book | include | prefer
VP → Verb NP
VP → X2 PP
X2 → Verb NP
VP → Verb PP
VP → VP PP
PP → Preposition NP



ℒ1 Grammar
S → NP VP
S → X1 VP
X1 → Aux NP
S → book | include | prefer
S → Verb NP
S → X2 PP
S → Verb PP
S → VP PP
NP → I | she | me
NP → TWA | Houston
NP → Det Nominal
Nominal → book | flight | meal | money
Nominal → Nominal Noun
Nominal → Nominal PP
VP → book | include | prefer
VP → Verb NP
VP → X2 PP
X2 → Verb NP
VP → Verb PP
VP → VP PP
PP → Preposition NP
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Lexicon
Det → that | this | a
Noun → book | flight | meal | money
Pronoun → I | she | me
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VP → VP PP
PP → Preposition NP
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Lexicon
Det → that | this | a
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Maximum Spanning Tree
● McDonald et al, 2005 use variant of Chu-Liu-Edmonds algorithm for MST (CLE)

● Sketch of algorithm:
● For each node, greedily select incoming arc with max weight
● If the resulting set of arcs forms a tree, this is the MST.
● If not, there must be a cycle.
● “Contract” the cycle: Treat it as a single vertex
● Recalculate weights into/out of the new vertex
● Recursively do MST algorithm on resulting graph

● Running time: naïve: O(n3); Tarjan: O(n2)
● Applicable to non-projective graphs
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Step 1 & 2
● Find, for each word, the highest scoring incoming edge.
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● Find, for each word, the highest scoring incoming edge.
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Step 1 & 2
● Find, for each word, the highest scoring incoming edge.

● Is it a tree?
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Step 1 & 2
● Find, for each word, the highest scoring incoming edge.

● Is it a tree?
● No, there’s a cycle.
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Step 1 & 2
● Find, for each word, the highest scoring incoming edge.

● Is it a tree?
● No, there’s a cycle.

● Collapse the cycle
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Step 1 & 2
● Find, for each word, the highest scoring incoming edge.

● Is it a tree?
● No, there’s a cycle.

● Collapse the cycle

● And re-examine the edges again

94

ROOT

John

saw

Mary

10
9

30

0

3

11

20

30

9

ROOT

John

saw

Mary

??
9

30

0

3

??

20

30

9



● Since there’s a cycle:
● Contract cycle & reweight
● John+saw as single vertex
● Calculate weights in & out as:

● Recurse
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Calculating Weights for Collapsed Vertex
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● Since there’s a cycle:
● Contract cycle & reweight
● John+saw as single vertex
● Calculate weights in & out as:

● Recurse

Calculating Weights for Collapsed Vertex
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● Since there’s a cycle:
● Contract cycle & reweight
● John+saw as single vertex
● Calculate weights in & out as:

● Recurse

ROOT

John

saw

Mary

10
9

30

0

3

11

20

30

9

Calculating Weights for Collapsed Vertex

96

s( ROOT, C ) 10 + 30 = 40



● Since there’s a cycle:
● Contract cycle & reweight
● John+saw as single vertex
● Calculate weights in & out as:

● Recurse
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Step 3
● With cycle collapsed, recurse on step 1:

● Keep highest weighted incoming edge for each edge
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Step 3
● With cycle collapsed, recurse on step 1:

● Keep highest weighted incoming edge for each edge
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Step 3
● With cycle collapsed, recurse on step 1:

● Keep highest weighted incoming edge for each edge

● Is it a tree?

97

ROOT

John

saw

Mary

40
9

30

0

3

31

20

30

9



Step 3
● With cycle collapsed, recurse on step 1:

● Keep highest weighted incoming edge for each edge

● Is it a tree?
● Yes!
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Step 3
● With cycle collapsed, recurse on step 1:

● Keep highest weighted incoming edge for each edge

● Is it a tree?
● Yes!
● …but must recover collapsed portions.
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Step 3
● With cycle collapsed, recurse on step 1:

● Keep highest weighted incoming edge for each edge

● Is it a tree?
● Yes!
● …but must recover collapsed portions.
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Semantics
● First order logic + lambda calculus

● Neo-Davidsonian event semantics

● Parsing via features

● Distributional Semantics + word embeddings

● Word Sense Disambiguation

● Semantic Role Labeling
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Word Vectors
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Pragmatics
● Discourse phenomena

● Coreference resolution [esp. pronominal]
● Hobbs’ Algorithm

● Segmentation / Cohesion

● Discourse parsing: hierarchical structure of coherence relations
● PDTB discourse parsing
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Summary
● Deep Processing techniques for NLP
● Parsing, semantic analysis, logical forms, reference, etc
● Create richer computational models of natural language
● Closer to language understanding

● Shallow processing techniques have dominated many areas
● IR, QA, MT, WSD, etc
● More computationally tractable, fewer required resources

● Deep processing techniques experience resurgence
● Some big wins – e.g. QA
● Improved resources: treebanks (syntactic/discourse, FrameNet, Propbank)
● Improved learning algorithms: structured learners, neural nets
● Increased computation: cloud resources, Grid, etc
● Current goal: leveraging these resources to do deep processing [e.g. semi-supervised learning]
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Open Floor for Discussion
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Thank you!
Course evaluations: 

https://uw.iasystem.org/survey/279980 
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